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7.1 Orthogonal Matrices 

If A is an orthogonal matrix and TA: Rn →Rn is multiplication by A, then we will call TA an 
orthogonal operator on Rn. It follows from parts (a) and (b) of Theorem 7.1.3 that the 
orthogonal operators on Rn are precisely those operators that leave the lengths (norms) of vectors 
unchanged. However, this implies that orthogonal operators also leave angles and distances 
between vectors in Rn unchanged since these can be expressed in terms of norms 
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Application to Rotation o fAxes in 3-Space 

A linear operator on R2 is called rigid if it does not change the lengths of vectors, and it is called 
angle preserving if it does not change the angle between nonzero vectors. 
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7.2 Orthogonal Diagonalization 

In this section we will be concerned with the problem of diagonalizing a symmetric matrix A.  As 
we will see, this problem is closely related to that of finding an orthonormal basis for Rn that 
consists of eigenvectors of A.  Problems of this type are important because many of the matrices 
that arise in applications are symmetric. 

If A is orthogonally similar to some diagonal matrix, say P TAP = D, then we say that A is 
orthogonally diagonalizable and that P orthogonally diagonalizes A 

AT = (PDPT)T = (PT)TDTPT = PDPT = A so A must be symmetric if it is orthogonally 
diagonalizable. 
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Spectral Decomposition 

If A is a symmetric matrix that is orthogonally diagonalized by P = [u1 u2 ··· un] and if λ1, λ2, 
…, λn are the eigenvalues of A corresponding to the unit eigenvectors u1, u2, …, un, then we 
know that D = PTAP, where D is a diagonal matrix with the eigenvalues in the diagonal 
positions.  uuT is the standard matrix for the orthogonal projection of Rn on the subspace spanned 
by the vector u. 

 

The spectral decomposition of A tells that the image of a vector x under multiplication by a 
symmetric matrix A can be obtained by projecting x orthogonally on the lines (one-dimensional 
subspaces) determined by the eigenvectors of A, then scaling those projections by the 
eigenvalues, and then adding the scaled projections.

 Schur decomposition of A

That is every square matrix A is orthogonally similar to an upper triangular matrix that has the 
eigenvalues of A on the main diagonal. 

A = PSPT which is called a Schur decomposition of A  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Upper Hessenberg decomposition

Every square matrix with real entries is orthogonally similar to a matrix in which each 
entry below the first subdiagonal is zero

A = PHP T  which is called an upper Hessenberg decomposition of A. 


