
Chapter 5 Eigenvalues / Eigenvectors

5.1 Eigenvalues and Eigenvectors

Notice that x = 0 is in every eigenspace but is not an eigen- vector (see Definition 1). In the 
exercises we will ask you to show that this is the only vector that distinct eigenspaces have in 
common.
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In vector spaces of functions eigenvectors are commonly re- ferred to as eigenfunctions

The eigenvectors that we have been studying are sometimes called right eigenvectors to 
distinguish them from left eigen- vectors, which are n × 1 column matrices x that satisfy the 
equation xTA = μxT for some scalar μ. 

5.2 Diagonalization

Consider A and P,  n × n matrices,  and P is invertible,  such that 
A→P−1AP 

the matrix A is mapped into the matrix P −1AP are called similarity transformations. 

If we let  B = P −1AP , then A and B have the same determinant:

Any property that is preserved by a similarity transformation is called a similarity invariant and 
is said to be invariant under similarity.
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If you are concerned only in determining whether a matrix is diagonalizable and not with actually 
finding a diagonalizing matrix P , then it is not necessary to compute bases for the eigenspaces
— it suffices to find the dimensions of the eigenspaces. if it has n distinct eigenvalues.

The problem of computing powers of a matrix is greatly simplified when the matrix is 
diagonalizable.

(P−1AP)2 = P−1APP−1AP = P−1AIAP = P−1A2P from which we obtain the relationship P−1A2P = D2. 
More generally

 Ak = P Dk P−1 

Theorem 5.2.2(b) does not completely settle the diagonalizability question since it only 
guarantees that a square matrix with n distinct eigenvalues is diagonalizable; it does not 
preclude the possibility that there may exist diagonalizable matrices with fewer than n distinct 
eigenvalues.

If λ0 is an eigenvalue of A, then the dimension of the eigenspace corresponding to λ0 cannot 
exceed the multiplicity of λ0 as a factor of the characteristic polynomial of A.

If λ0 is an eigenvalue of an n × n matrix A, then the dimension of the eigenspace corresponding 
to λ0 is called the geometric multiplicity of λ0, and the number of times that λ − λ0 appears as 
a factor in the characteristic polynomial of A is called the algebraic multiplicity of λ0 . 


