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Héxl Music clages and @*IW@

CoC MATH 140 Statistics ~ Manual Hypothesis Testing Name S‘fﬁha

STEP 0: (a) Type of problem and table to use

* HT for a proportion f)r 2 pop (circle) then use a z-test statistic & z-table

+ HT for means p (o unknown): 1- pop or 2 pop (circle) then use a t-test & t-table

* HT for matched pairs means p (o unknown): 1- pop or 2 pop (circle) then use a z-test
+ goodness-of-fit test then use a x2-test statistic & x2-table

« contingency tests (independence or homogeneity) then use a x2-test & x2-table

(b) Assumptions Justification
SE> notStated o, QJ[{,(M(.J
. Tudzp: n<ih% n=30 35 < 0% Pb{’
(Q swe cusres 19 Swecesres 210 v
: (0 £ails 30 -(9 = [l f=dls 210 ¥
STEP 1:

State the Hypotheses and test-tail type (if appropriate)

(@H: P 5 50 He _ P Q< # 0.50 (ircle)

(b) Tail: left | (righD)| two-tail (circle) J\M
(c) Sketch the talil(s): |
STEP 2:

State the level of significance: a=0. 05

Now look up the critical value in the a;im:%pua:aﬁle revealed in STEP 0 (a) }
or tc or X2 (circle) [ Ca)Tron e ‘v'&.r)
STEP 3: Compute the test statistic. {for contingency tests Exp Val = (Row Total)(Col Total) / Grand Total }

2 2 S,
(a) SE Formula ./"ﬁl’ \/ﬁ ﬁ. p= ;f-:{—niz L i—i+3 ’ﬁ (circle one):

nz

e (0.59(1=0-50> 59729
30

SE vaue=__ 0 .01 > )

sample data — pop claim _
, For tables use E(Obs ¥
SE /9 Exp
@ or tc or X2 (circle) = 30) - 0.50

: 0.0913%
test statistic = Ez _’i 6

STEP 4: Compare the test statlstlc to the critical value:

the! ttshc is "?L > (c1rcl$than the critical value
STEP 5: We therefore Reject Fail-to-reject)(circle) the claim

STEP 6: State a conclusion:

(b) test statistic =

o

(% oF30 3¢ o stednheal yoctafar Boo o el O'I: 15:£30
/]\.LS 7’%//} {o Shors anmn I‘TCMI(_ e Cru:/'w.'/-‘, (h Sﬁwéewfl:?
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Assumptions for Inference @

i , T hm. .
Proportions (z) ﬁ e e / iy //z .
* One sample A”ﬂ“"/a mJS usttica : ' .
1. Individuals are independent. 1. SRS and n < 10% of the population. ? L/
2. Sample is sufficiently large. 2. Successes and failures each = 10. (I "l J
* Two Groups
1. Groups are independent. 1. (Think about how the data were collec?ed.)
2. Data in each group are independent. 2. Both are SRSs and n < 10% of populations
OR random allocation. ’
3. Both samples are sufficiently large. 3. Successes and failures each = 10 for both groups. |
Means (t) |

® One Sample (df =n — 1)

1. Individuals are independent. 1. SRS and n < 10% of the population. E-j

2. Population has a Normal model. . Histogram is unimodal and symmetric.*
* Matched pairs (df = n - 1)

N

1. Data are matched. 1. (Think about the design.)

2. Individuals are independent. _ 2. SRS and n < 10% OR random allocation.

3. Population of differences is Normal. 3. Histogram of differences is unimodal and symmetric.*
* Two independent samples (df from technology or n>30@

1. Groups are independent. 1. (Think about the design.) -

2. Data in each group are independent. 2. SRSs and n < 10% OR random allocation.

3. Both populations are Normal. 3. Both histograms are unimodal and symmetric.*

or both n>30
Distributions/Association (y2)

* Goodness of fit (df = # of cells — 1; one variable, one sample compared with population model)

1. Data are counts. 1. (Are they?)
2. Data in sample are independent. 2. SRS and n < 10% of the population.
3. Sample is sufficiently large. 3. All expected counts = 5.
* Homogeneity [df = (r — 1)(c — 1); many groups compared on one variable]
1. Data are counts. 1. (Are they?)
2. Data in groups are independent. 2. SRSs and 1 < 10% OR random allocation.
3. Groups are sufficiently large. 3. All expected counts = 5,
* Independence [df = (r — 1)(c — 1); sample from one population classified on two variables]
1. Data are counts. 1. (Are they?)
2. Data are independent. 2. SRSs and n < 10% of the population.
3. Sample is sufficiently large. 3. All expected counts = 5,

Regression (¢, df = n — 2)
* Association of each quantitative variable (8 = (?)

1. Form of relationship is linear. 1. Scatterplot looks approximately linear.
2. Errors are independent. 2. No apparent pattern in residuals plot.
3. Variability of errors is constant. 3. Residuals plot has consistent spread.

4. Histogram of residuals is approximately unimodal and

symmetric, or Normal probability plot reasonably
straight.* P ks

4. Errors have a Normal model.

(*less critical as 7 increases)




EX Music e&ucaﬁ.r— n-d (mazﬁu-y/ A 4 G C

t Distribution: Critical t Values
Area in One Tail

0.005 0.01 0.025 0.05 0.10
Degrees of Area in Two Tails
Freedom 0.01 0.02 0.05 0.10 0.20
63.657 31.821 12706 6.314 3.078
- 9.925 6.965 4303 2.920 1.886
5.841 4.541 3.182 2353 1.638
4604 3747 2.776 2132 1.533
402 3365 2.571 2,015 1476
) I T 2447 1.943 1.440
3499 2998 2.365 1.895 1415
S8 TREE1 8% 2.306 - 1.860 1397
2.262 1.833 1.383

1.812 1.372
1.796 1.363
1782 R KL ]
1.771 1.350
1.761 1.345
1.753 1.341
1.746 1.337

1.740

\10\1“"‘ T Copyright 2007 Pearson Education, publishing as Pearson Addison-Wesley. %Cr FHC
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Assumptions for Inference , ‘And the Conditions That Support or Override Them -

Proportions (z)
* One sample _
1. Individuals are independent. 1. SRS and n < 10% of the population. /
2. Sample is sufficiently large. 2. Successes and failures each = 10. /
* Two Groups ,
1. Groups are independent. 1. (Think about how the data were collected.)
2. Data in each group are independent. 2. Both are SRSs and n < 10% of populations
OR random allocation.
3. Both samples are sufficiently large. 3. Successes and failures each = 10 for both groups. ]
Means (t) . |
e ""'\ =N CPRE
* One Sample (df = gyldl') J Tmﬁ Fl (a/‘l—rrf 5
1. Individuals are independent. 1. SRS and n < 10% of the population. .
2. Population has a Normal model. 2. Histogram is unimodal and symmetric.
e
* Matched pairs (df = n — 1)
1. Data are matched. 1. (Think about the design.) .
2. Individuals are independent. , 2. SRS and n < 10% OR random allocation. '
3. Population of differences is Normal. 3. Histogram of differ>nces is unimodal and symmetng‘@
* Two independent samples (df from technology) or n>
1. Groups are independent. 1. (Think about the design.) _
2. Data in each group are independent. 2. SRSs and 1 < 10% OR random allocation.
3. Both populations are Normal. 3. Both histograms are unimodal and symmetric.*

or both n>30
Distributions/Association (y2)

* Goodness of fit (df = # of cells — 1; one variable, one sample compared with population model)

1. Data are counts. 1. (Are they?)
2. Data in sample are independent. 2. SRS and 1 < 10% of the population.
3. Sample is sufficiently large. 3. All expected counts = 5.

* Homogeneity [df = (r — 1)(c — 1); many groups-compared on one variable]

~ 1. Data are counts. , o 1 (Arethey?)

2. Data in groups are independent. 2. 5RSs and n < 10% OR random allocation.
3. Groups are sufficiently large. - 3. All expected counts = 5,

* Independence [df = (r — 1)(c — 1); sample from one population classified on two variables]

- 1. Data are counts. 1. (Are they?) '

2. Data are independent. 2. SRSs and 11 < 10% of the population.
3. Sample is sufficiently large. 3. All expected counts = 5,

Regression (t, df = n — 2)
* Association of each quantitative variable (8 = (?)

se

1. Form of relationship is linear. 1. Scatterplot looks approximately linear.
2. Errors are independent. 2. No apparent pattern in residuals plot.
3. Variability of errors is constant. 3. Residuals plot has consistent spread.
4. Errors have a Normal model. 4. Histogram of residuals is approximately unimodal and
) symmetric, or Normal probability plot reasonably
i straight.*

(*less critical as n increases)
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TABLE A- 3

t Dlstrubutlon Critical t Values

Copyright 2007 Pearson Education, publishing as Pearson Addison-Wesley.

2.582
2.578

) >
Area in One Tail d: e E tﬂ”
0.005 0.01 0.025 0.05 0.10
Degrees of Area in Two Tails
Freedom 0.01 0.02 0.05 0.10 0.20
63.657 31.821 12.706 6.314 3.078
9.925 6.965 4303 2.920 1.886
5.841 4.541 3.182 2.353 1.638
: 3.747 2.776 2.132 1.533
3365 2.571 2.015 1.476
3.143 2.447 1.943 1.440
2.998 2.365 1.895 1.415
- 2.896 2.306 1.860 1.397
2821 2262 1.833 1.383
; s 2228 1.812 1.372
2.201 1.796 1.363
20795 1.356
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