
5.3) Conditional Probability

We now look ind ano the concept relating to

probability.

EX Consider the std. playing card deck

? Sample space Clubs Ace, 203, 4,5,6,7,8,9, 10, Jack, Que, King

spades Ace, 2, 3,4,5 6,7,8,9,10, 5, 0, K
Hearts Ace, 2,3,4,5.6,78.910, J, Q.K
Diamonds A Ace, 2, 3,4,5,6,2,8,910, 5,0,K

NEclubs) =13 N(Spades) =13 N(Hearts) =13, N (iamondo) 1;

To tol Cards =4*13=52 cards

? Without Reslice ment means we will select a
card for one event but not replace the care
fo further events.

? Consider two consecutive draws of cards

1draw: I (drawan Ace) = Specificgeneir 52
keep that

assile

2nd draw: I (draw an Ace after we drew one already

= specific
c o n d i t i o n

=
gener 51 E conditiona.

probabil. ty
? with Replae ment

Istdraw: I(Ace) = 4/52 ? put back & shuffle dec

End draw: PlAce) =1/52



When the 155 event influences the ontorne

of the 2nd event we have cond, tond Prob

?Terminology (nomenclature)

The probability of an event B occuring,
given that event A has already occured

is denoted ais P (B/AL

"Prob. Boccures given that", A hasoccured

mathematically
? (BA) = E(A and 3)

PCA) cross-multiply.

o r w r i t e  a s
P  ( A a n d B )  =  P ( A ) .  P ( B | A )

"and" means 'multiply'" probabilitie

VS. mutrally
P(A?B) = PCA) +I (B) exclusive

"Or means "add" probabilities



M

F

consider apollof 25y.o. pple, or older,.
survyeing Educational Levels (in millions).

No HS Diploma MS. Ppl. Some College AS|BS (AdriDgl)

14.0 29.6 15.6 7.2117.5 10.1
13.7 31.9 17.5 9.6 19.2 9.1
27.2 61.5 33.1. 16.8 36.7 19.2

3

9 4 . 0

101.0

1195.0

If we randomly, select a peson from the database
(a) P (Male partiapant) = Speciti: 94.0=148.2%

generic 195.0
(b) P (B.S. deg) = 36.1 =118.8%

195.0

17?5() P (M with BS) = 195.0 = 18.97%

(d) I (selet M given that they have a BS.) 6
=

=P (M BS)
= P (Mand BS) =

17.5/195.0

P(BS) 36.7/195.00

1 7 . 5

3 6 . 7

The conditionel probability limits our Universe
on ly  B.S. ? all numbers come tom the B.S. coluna

P (M(BS) = 17.5
36.7

(e) P ( 135. given that they are M)

= 1(BS M)
17.5

= 94?0

New umverse  i s
j u s t  m a l e s

All numbers come tor
the M roww.



@ Gen. Mulhplicatin Rule

P (A and B) = I (A) - I(B(A)

EX what is the probability of drawing two
consecutve ace's? {wlo replacement?

I (Ase (Ace,,)

=  - 52 5/

= 122 6 5 2  =  0 . 0 0 4 5 2  o r 0 . 4 5 %

1% is 1 in 100 experiment
0.5% 1 in 200 expertuat.

maybe we can do it in 200 attempts.

(5.3 not doe yet.))

5% is 1 in 20 0.5% is 1 in 200



Exte Among those who apply for al
job, the probability of being granted an

catevie a is 0.1 fl i107.
"Of those interiewed the probabiling t

being offered the job is 0.25 flin4 Y
di Find the probability an applicant will land

a job

P (jobotter)
=I (intiviers AND and offer

=

=

( 0 . 1 )  -  ( 0 . 2 5 )

0.021
or  2 .5% chance

1/40 is 1 in 401

applicants get ajob



Independent Events

mutual exclusinty means that Event A

and Event B have no our lap;

P(ARB) : P(A) +P(8)

6

Independence means that the occurance

ot event A has no influence on Event B

i l . P (B|A) = P(B)

then IP(A and B) =P (A) ? P(B

EX The prob. of drawing 2 Aces if we replace

the 1" Ace and shuttle

P (Ace, and Aces) = P(A): P(A2 lA,)
= P(A) ? P(A2)

- (?2) ? (#) with
who replacement

VS.0.45%
replacemet

= 0 . 0 0 5 9 . 0 - 0 . 6 %



* How to Detect Indpendence

Ext A fair coch is lossed twice in a row..

(a) I (second for is Heads) =

did the outcome of the second toss
depend on the the outcome of the Foss.

(6) Consider all 2 coin tosses

S = {HH, HT, TH, TT}

? A Test for Independeneof events is

P (BA) = P(B) Test fur Indgreadena

? Them 1(A and 3) = P(A). I(BA)

but independence at events then dictate

P (Aand B) = P(A). P(B)

Another Test



Ex Determine if these two events
are indepedeat

A college student is choosen at
and asked "are you a freshman?" randow

and
are you 19 years or younger

Q: Are these twe events: being a freshman

and "being 19 19. or younger" dependent?

of does one have bering on the otter?

Ans: Since someone starting college out of
military sevice capholder then 19
but would still be a fresh man we
can see these events dore (nagedat



O Sampling and Independence

For inference to wak propesty the need to

have independence in the samplity process...

Each person selected for polling must have

an equally likely chance of being selecked

Scenar io r e g i a ?se lec t  a  peson a t  random
cabins

city

rura l
f a r m

4 X'"'t get up to ask there peaple our
polling questions AND fue choose

to skip over them THEN members
of the population are NOT equally
likley to Chosen (NoT a grandard)



@sampling a/ Replace mont:

hit thepepple" polled be hold that

they may be approched again, if so
plesse also answer the poll again

Soupling W/o replace placement) (the person

declines a second poll) cambe
consideed indpent if the sample
size is is less than 5% of the
size of the population consided.

sample s

75% of pap.

If your sample is langs than 5% then
ask the respondents to answer a second
or third poll the same way.

I sampling with replacement



(ex Apollster samples 1500 voters from I

a City of (million voters
Qi Can we treat this sample as independed if

we assume the polled voter will decline
a second interaction with the pollster?

?  : 1500 = 0 . 0 0 1 5  u r 0.15% of
1,000, 00u

L. T.

t h e  p o p .  o f  t h e  c i l y  s o  y e s ,  < 5 %

the sample can be considered independat,



@ Compound Probability C h a r t .
yes?

independent

P(Aand 3) = P(A) . P (B)

- P(AandB) = P(A) P(BA)
a r e

t h e  t w o
events

independent

I wait
§(two Events)

complimentary
P (atleastA) = 1-P(no A)

arethe two

mutually
excluum

N o

y e s

P(AorB) =P(A) +B) -1(A and B)l

untudly exclusive
P(A orB) = ICA) + P(B)


