[101) T o «
Mu{/}) H.T. o mmeans i

@7 nws prsturg icd WW
~ +E. st fp—zwﬁ/ I Cr IS r\?aﬂ‘%

o vew Treamat @ 12, 13,1519, 20,21, 27 :
s old Tredme—t o | 1§/ 23, 24,30 32,353 39\ (n-])

’\ not Hae §4 e IJerfvr) :f:i
be.
Q Cors s Bt el uia, W‘{—LMWW 5;‘:"'0
\'L(’j/‘v*— L\m@f‘w ﬁf*‘!{> 2=0.05 ?ij
@A/oém‘vm g ,6( 5[/4{7, /Da/ Vnes s 7Dm/ 7}4% li,jZ_

X { )( e Mﬂf [« re cc

5, Sa Y. o c{ew‘aﬁwc@a\
L ? grup 1 and 2 Ot

N, il Mg Sﬂ—p/& sizer fwﬁm%;is\jz_

BGdiFest (SRS N bith grgps
Z W&) musT Le Jh w&)%
' U the_other Z{_%
3 A 50 Wﬂ’— m“”"L 14 Aence

/. €ach fAhy,é /:Z:f be fgﬂrkffu;a(.

R n.=23 wd n, =30




@HWN"H\LS{f @

o Mo, e (oA, =0

L~ Ine LLDI//

HA’ . /M/ ’ﬂz = 0 At G| headér

clam (A, <M, /?é— O Lo —1(7'/'\/ & o /?e;/&v
05|, # M PO ikt (e g g
VWJQ 7’.«” | | headar

'/(Qaclir/ * Dwe V—S.TW-D hl‘/
-~ (A =" P e

-—



& F‘ﬂe@ qu]éfi ,/
(EXL ’TL\L,KW/ /eféc/‘/vf/j Im

U @g, uad bd & FlE K af»afﬁ
Wc)(ﬂ-f&rJ fp (NZ\Q/‘( ([%M-C Gzo-c/j A

’Fu/a WA?“L 1@& L\a a re ,&n 72/{4/0

Kﬁ“j}d 70 ’ﬁh. O [no W“’M}‘]) )Q 28(&{:;?7{2&
T doAx 77 Shown belo, .

Cﬁy\\,.{_c,ac[p(( M;LLW-&:J ﬁ__d/ 'Wﬂf"?
| eoptithy Sives lituce mon and

Use X< C0C.05

des: 13 20, (2, 16, 13,26, 2 238’/5”/{, 25,18,237122

>
|—¢m‘es zz/z.y 26,285, 28, 2Y (¢, l‘? 120,23, 2! 27,(S, 26,01, 25§

N, 7"6 N = [ 6
@/f’“—-— )-K-;O)

C see wirbsheet) Z >

- bﬁ{% G /'/(’v
e meder — ot L

‘ Aml’rw —r ML T Thy Bad, Syl
fo_clw% Xep [Plot

t
'5}'-)(1/6»1 A1 (M/»&/
S 2 - ekl v (mafe)

” 'F drl.a-é//) b( n "f HA/( ve iﬁlhﬁ t&
. = + 9 ’
Q‘:‘_:_Qiz.os‘a?z  DIF =273, éﬁ,{_ = =2/

’




Assumptions for Inference And the Conditions That Support or Override Them

{

Proportions (2) / 1 Ty

A Ssuim 0 )

¢ One sample /_,, , L -
1. Individuals are independent. ke 1. SRS and n < 10% of the population.

2. Sample is sufficiently large. 2. Successes and failures each = 10.
* Two Groups

1. Groups are independent.
2. Data in each group are independent.

1. (Think about how the data were collected.)
2. Both are SRSs and n < 10% of populations

OR random allocation.

3. Both samples are sufficiently large. 3. Successes and failures each = 10 for both groups.

Means (t)

¢ One Sample (df =n — 1) )
1. Individuals are independent. 1. SRS and 7 < 10% of the population. .
2. Population has a Normal model. 2. Histogram is unimodal and symmetric.

e Matched pairs (df =n — 1)
1. Data are matched.
2. Individuals are independent.
3. Population of differences is Normal.

* Two independent samples (df from technology) 29 hansd DOF =win (N, ";)w
1. Groups are independent. 1. (Think about the design.) s
2. Data in each group are independent. 2. SRSs and 1 < 10% OR random allocation.

3. Both populations are Normal. 3. Both histograms are unimodal and symmetric.*
or_both n>30

1. (Think about the design.) '
2. SRS and n < 10% OR random allocation.

3. Histogram of differences is unimodal and S):mmetricB. é
n>

Distributions/Association (x©)
e Goodness of fit (df = # of cells — 1; one variable, one sample compared with population model)

1. Data are counts. 1. (Are they?)
2. Data in sample are independent. 2. SRS and n < 10% of the population.
3. Sample is sufficiently large. 3. All expected counts = 5.
o Homogeneity [df = (r — 1)(c — 1); many groups compared on one variable]
1. Data are counts. 1. (Are they?)
2. Data in groups are independent. 2. S5RSs and n < 10% OR random allocation.
3. Groups are sufficiently large. 3. All expected counts = 5.
* Independence [df = (r — 1)(c — 1); sample from one population classified on two variables]
1. Data are counts. 1. (Are they?)
2. Data are independent. 2. SRSs and n < 10% of the population.
3. Sample is sufficiently large. 3. All expected counts = 5.

Regression (t, df = n — 2)
* Association of each quantitative variable (3 = 0?)

1. Form of relationship is linear. 1. Scatterplot looks approximately linear.
2, Em?xs are independent. 2. No apparent pattern in residuals plot.
3. Variability of errors is constant. 3. Residuals plot has consistent spread.
4. Errors have a Normal model. 4. Histogram of residuals is approximately unimodal and
. symmetric, or Normal probability plot reasonably
straight.*

(*less critical as 7 increases)
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STEP 0: (a) Type of problem and table to use

* HT for a proportion p:1-popor 2 pop (circle) then use a z-test statistic & z-table
« HT for means p (o unknown): 1- pop of(2 pop)(circle) then use a t-test & t-table
HT for matched pairs means p (o unknown): 1- pop or 2 pop (circle) then use a z-test

+ goodness-of-fit test then use a x?-test statistic & x2-table
« contingency tests (independence or homogeneity) then use a x2-test & x2-table

.

(b) Assumptions Justification

: /'ndgpm&.\fq,/vwor assumed - M’f'm‘f/
- SKS (Lgﬂjwfu) assumed - not state o

: n L10% \y2s e

A
bell fhiv{ﬂ/(gby&ﬁ(gr oV 308 - ffwﬁ{/h"-@u e

—  — 1. 52 S.12
gy = | 4 2 s
STEP 1: State the Hypotheses and test-tail type (if appropriate) = . 004 S5 3.49
. X > st 221 7 z
@H: M = e Ha Ay >, <@ | Ma (circle)
1
(b) Tail: left | right léwo-taii Ycircle) £
(c) Sketch the tail(s): -
STEP 2: State the level of significance: J:'B.TB\ =4 ,
Now look up the critical value in the ap iate table { revealed in STEP O (a) } |
28 1ar @ or X2 (circle) = |2+13 \ w /S il c‘,laua)
STEP 3: Compute the test statistic. ({for contingency tests Exp Val = (Row Total)(Col Total) / Grand Total }

Propoctimg — | —w paons

pode [P B sty | S [, s 24 (Gircle one):
(a) SE Formula | JE+H 7 + > ( )

n ny n, n + n n, My

SE = f_’l;’c_l_szf;‘%‘l-z— = J(.63%Y + pgS ! ~ W

SE Value = 1"§7 ?

sample data — pop claim (Obs — Exp)?

b) test statistic = ~_For tables use
? SENy \Z. =

Ztest oor X2 test (Circle) = (‘17‘3‘ - 27—/-0:—)’7'8‘, 0 = —‘-I.G‘: )
i : /578

test statistic = m Lake  absolidt valie

STEP 4: Compare the test statistic to the critical value:

the test-statistic i £ ) > (circle) than the critical value o‘f .2.(3{
STEP5:  We therefore Beject}Fail-to-reiect Icircle) the nul

3 N g . y
STEP 6: State a conclusion: or faif foreject e clarm ‘o‘f‘f"'\tﬂ— be: Q c[( n

The tnidince (data) S wpperts He clapm That fhre 1y
a J.a"ﬂ‘wcc \a—o'f\d-eu-\ Mmen And wvo s s @«7@%’

Scires .
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; t Distribution: Critical t Values

-y
Area in One Tail
0.005 0.01 0.025 0.10

Degrees of Area in Two Tails
Freedom 0.01 0.02 0.05 0.10 0.20

12706 6314 3078
e SRS L/ N e

| 63657 3181
|G 0 0 R s




